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Extracting geospatially rich knowledge from tweets is of utmost importance for loca-

tion-based systems in emergency services to raise situational awareness about a given cri-

sis-related incident, such as earthquakes, floods, car accidents, terrorist attacks, shooting 

attacks, etc. The problem is that the majority of tweets are not geotagged, so we need to 

resort to the messages in the search of geospatial evidence. In this context, we present LORE, 

a location-detection system for tweets that leverages the geographic database GeoNames 

together with linguistic knowledge through NLP techniques. One of the main contributions of 

this model is to capture fine-grained complex locative references, ranging from geopolitical 

entities and natural geographic references to points of interest and traffic ways. LORE outper-

forms state-of-the-art open-source location-extraction systems (i.e. Stanford NER, spaCy, NLTK 

and OpenNLP), achieving an unprecedented trade-off between precision and recall. There-

fore, our model provides not only a quantitative advantage over other well-known systems in 

terms of performance but also a qualitative advantage in terms of the diversity and semantic 

granularity of the locative references extracted from the tweets.

1	 Corresponding author.

Abstract

Keywords: location detection; location extraction; geolocation; tweet; named entity recog-

nition.
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1. Introduction

Twitter is one of the most widely used and popular microblogging and social media sites, as 

well as one of the most investigated in event detection, sentiment analysis and geolocation, 

among many other research areas (Murthy, 2018). Applications of Twitter-based geolocation 

systems range from health surveillance and disease tracking (Dredze et al., 2013) or disaster 

management and tracking (Vieweg et al., 2010; Crooks et al., 2013; Imran et al., 2014; Jongman 

et al., 2015; Martínez-Rojas et al., 2018; Zhang et al., 2019) to traffic-incident detection and 

road traffic control (Gonzalez-Paule et al., 2019). In this regard, Twitter can play the role of a 

real-time social sensor system that provides multidirectional channels of communication 

in emergency and crisis events between the affected people and the disaster-management 

agencies (Martínez-Rojas et al., 2018; Zhang et al., 2019). A rapid understanding of these events 

can help competent authorities take immediate decisions and actions to allocate human and 

economic resources effectively. The problem is that geotagged tweets represent around 1% 

of tweets only (Middleton et al., 2014), which hinders the development of geolocation systems 

for Twitter. To overcome this problem, it becomes necessary to analyze other geographically 

rich information, such as location mentions in tweet messages, which are indeed much more 

frequent than geotagged data (Wallgrün et al., 2018).

In this context, the primary goal of this article is to provide detailed insight into the process-

ing that takes place in LORE (LOcative Reference Extractor), a linguistically aware model that 

captures any type of locative reference in microtexts, ranging from geopolitical entities (e.g. 

towns, cities, states or countries), natural landforms (e.g. lakes, rivers, mountains, ridges or 

beaches) and points of interest or POIs (e.g. schools, churches, malls, museums or police sta-

tions) to traffic ways (e.g. streets, avenues, turnpikes, boulevards, highways or roads)2. To the 

best of our knowledge, this is the first model that manages to extract fine-grained locative 

references in tweets, for which the model leverages GeoNames (Ahlers, 2013) and a gazetteer 

of location-indicative words extracted from WordNet (Miller, 1995; Fellbaum, 1998) in con-

junction with an inventory of lexico-syntactic rules. LORE currently works for English tweets 

only, with a view to projecting its functionalities into other languages, such as French, Italian 

and Spanish. The result of this research is aimed at being integrated into CASPER, CAtego-

ry- and Sentiment-based Problem FindER (Periñán-Pascual & Arcas-Túnez, 2017, 2018, 2019), a 

multi-domain problem-detection system for tweets. The remainder of this article is organised 

as follows. Section 2 describes the state of the art in location detection. Section 3 provides an 

accurate account of our method of location detection, and section 4 evaluates the research. 

Finally, section 5 presents some conclusions.

2	 LORE, which has been developed in C# with ASP.NET 4.6 and MySQL Database, is freely accessible 
from the FunGramKB website (http://www.fungramkb.com/nlp.aspx).

http://www.fungramkb.com/nlp.aspx
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2. Background and related work

2.1. Terminology

Location detection in user-generated text content on social media, e.g. tweets, is a major 

focus of research in the field of geographic information retrieval (Purves et al., 2018), where 

areas such as computational linguistics, natural language processing (NLP) and knowledge 

engineering converge. Henceforth, the term “location detection”, also known as toponym 

recognition (Middleton et al., 2018) or location extraction (Dutt et al., 2018) in the scientific 

literature, will be used to refer to the identification and extraction of locative references from 

unstructured text. However, location detection should not be confused with other terms such 

as geocoding (Middleton et al., 2018) or geotagging (Gritta et al., 2018), which deal with the 

assignation of spatial coordinates to locative references after being disambiguated (Gritta 

et al., 2018). In this context, geoparsing (Leidner & Lieberman, 2011; Liu et al., 2014) usually 

consists of two phases, location detection and location disambiguation (Gelernter & Balaji, 

2013; Purves et al., 2018; Wallgrün et al., 2018).

2.2. Location-detection models

On the one hand, the commonest approach to location detection is Named Entity Recogni-

tion (NER), a line of research in NLP that deals with the identification and classification of 

named entities, not only location names but also person and organization names inter alia 

(Barrière, 2016; Goyal et al., 2018). NER-based approaches applied to microblogging services 

such as Twitter perform reasonably well when confronting the challenges presented by the 

noisy nature of tweets (X. Liu et al., 2011; Karimzadeh et al., 2019). However, NER usually expe-

riences performance drops when dealing with the non-standard spelling and typographical 

characteristics of social-media microtexts. According to Jurafsky & Martin (2020), there are 

three types of NER-based models:

(a)	feature-based NER, which employs machine learning (ML) algorithms such as Condi-

tional Random Fields (Finkel et al., 2005; Han, Jimeno-Yepes et al., 2014) or Hidden Mar-

kov Models (Sarkar, 2015),

(b)	neural NER, which uses deep-learning (DL) techniques such as bidirectional Long Short 

Term Memory (biLSTM) (Gerguis et al., 2016; Limsopatham & Collier, 2016), usually in 

combination with Convolutional Neural Networks (CNN) (Dugas & Nichols, 2016; Agui-

lar et al., 2018), and

(c)	 rule-based NER, which is based on hand-crafted lexico-syntactic rules typically using 

regular expressions (Malmasi & Dras, 2016; Dutt et al., 2018).

In feature-based NER, sentences are tokenized, where each token (or word) is taken as a vec-

tor representing a set of linguistic features (Leidner & Lieberman, 2011; Middleton et al., 2018). 
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Some of these linguistic features are capitalization, location-indicative word or POS tag. Two 

steps are essential to build any ML model: training and testing. First, we train an ML algorithm 

with a training corpus, which contains manually tagged data in the form of the different lin-

guistic features. Second, we apply the algorithm to a test corpus to measure the performance 

of the model; in other words, we evaluate how well the algorithm was trained with the train-

ing corpus by making some predictions on the test corpus. For example, the Stanford NER 

tool uses this kind of model, achieving very high performance in the news genre (Finkel et al., 

2005). However, performance considerably degrades with Twitter data, so the ML algorithm is 

usually retrained with tweets (Lingad et al., 2013; Hoang & Mothe, 2018). In this regard, Ritter 

et al. (2011) implemented a well-known feature-based Twitter-specific NER tool, which can 

detect named entities such as locations, person names and organization names.

Neural NER models achieve good performance in many NER tasks (Espinosa et al., 2016). These 

models rely on neural networks, which consist of an input layer, multiple hidden layers, and 

an output layer. These layers are nodes that transform real-world data into numerical values 

and process them to obtain an output that is then learned by the algorithm that performs 

feature extraction. With regard to Twitter-specific NER tasks, biLSTM and/or CNN have been 

successfully applied (Dugas & Nichols, 2016; Espinosa et al., 2016; Aguilar et al., 2018). 

Both feature-based NER and neural NER are based on probabilistic models, whose perfor-

mance largely depend on the coverage and quality of the training data (Purves et al., 2018). 

In contrast, rule-based NER is based on a symbolic model, which makes use of hand-crafted 

lexico-syntactic rules that help infer location terms. These rules usually take the form of reg-

ular expressions that aim to capture linguistic patterns in text strings from the knowledge 

provided by NLP tasks such as tokenization and POS tagging. For example, the presence of 

prepositions followed by proper nouns is usually taken as a strong linguistic cue to extract 

location entities (Hoang & Mothe, 2018). Overall, rule-based NER alone can achieve very high 

precision but low recall (Jurafsky & Martin, 2020).

On the other hand, another frequently used approach to location detection is Named Entity 

Matching (NEM) (Leidner & Lieberman, 2011; Middleton et al., 2018). It consists in the use of 

lists of location names (or gazetteers) retrieved from geographical databases (or geodata-

bases), such as GeoNames3 (Ahlers, 2013) or OpenStreetMap4 (Acheson et al., 2017), to identify 

locative references in the text (Middleton et al., 2014; Malmasi & Dras, 2016; de Bruijn et al., 

2018). For example, GeoNames is one of the most widely used geodatabase, containing over 

25 million place names in all countries. Most of the location types stored in this database are 

geopolitical entities, natural geographic references and a few POIs. Besides place names, it 

3	 www.geonames.org

4	 https://www.openstreetmap.org

http://www.geonames.org
https://www.openstreetmap.org
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also contains some geographical features of populated places, such as population size and 

latitude-longitude coordinates, which are very helpful for location-disambiguation and geovi-

sualization purposes (Purves et al., 2018). However, although including a high number of place 

names, GeoNames lacks location subtypes such as addresses, roads, buildings, etc. (Ahlers, 

2013; Dutt et al., 2018). NEM-based systems for location detection in tweets seem to achieve 

greater performance than NER-based systems (Middleton et al., 2014). However, NEM presents 

several drawbacks. First, geodatabases are finite, so they might not capture the full range of 

existent place names (Purves et al., 2018). Second, these models cannot serve to disambiguate 

place names from person names, e.g. the city of Paris from Paris Hilton (Gritta et al., 2020), 

which results in a case of ambiguity.

Finally, Middleton et al. (2018) suggested that a hybrid approach, based on the combination 

of NER with NEM, can greatly reduce the number of errors. Although most location-detec-

tion algorithms perform relatively well with a few or even without linguistic features, it is 

our contention that they fail to fully exploit the linguistic knowledge that permeates natu-

ral-language texts, e.g. locative prepositions (e.g. in, at, near, etc.), location-indicative nouns 

(e.g. avenue, city, province, road, school, street, etc.) or locative markers (e.g. south of, XX kms 

away from, etc.) that signal the presence of place names (Hoang & Mothe, 2018). This view 

emphasizes the need to develop rule-based location-detection systems that could improve 

state-of-the-art performance without requiring the significant amount of processing time 

and computational resources involved in ML and DL techniques (Gelernter & Balaji, 2013; Mal-

masi & Dras, 2016; Dutt et al., 2018; Middleton et al., 2018). In this context, the contribution of 

our research lies in the fine granularity of the extracted locative references, unlike previous 

NER and/or NEM models.

2.3. Location detection in Twitter

In this section, we present a typology of location-detection systems for Twitter, which have 

been classified according to three criteria: data extracted, data processed and model.

2.3.1. Type of data extracted

According to the type of data extracted from the tweet, location-detection systems can dis-

cover location mentions in Twitter messages, the user’s location or the tweet location.

On the one hand, many systems have been developed to identify and extract the locative 

references that are mentioned in Twitter messages (Lingad et al., 2013; Gelernter & Balaji, 

2013; Ghahremanlou et al., 2014; Han, Cook, et al., 2014; Malmasi & Dras, 2016; Inkpen et al., 

2017; Al-Olimat et al., 2018; Avvenuti et al., 2018; Middleton et al., 2018; de Bruijn et al., 2018; 

Dutt et al., 2018; Hoang & Mothe, 2018; Karimzadeh et al., 2019; Kumar & Singh, 2019; Di Roc-

co et al., 2019; Hernandez-Suarez et al., 2019). For example, Hernandez-Suarez et al. (2019) 

and Di Rocco et al. (2019) managed to detect and geocode sub-city level locative references 
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(e.g. street, building), where the former used a DL algorithm based on biLSTM with a CRF 

top layer, and the latter used a knowledge-driven algorithm based on LinkedGeoData and 

openStreetMap Facet Ontology. Kumar & Singh (2019) proposed a system for the location 

detection of earthquake events by means of a supervised DL-based approach using a CNN 

without linguistic-feature engineering.

On the other hand, some systems are intended to detect the user’s location on the basis of the 

user’s profile and tweet history, and/or the tweet metadata (Alex et al., 2016; Cheng et al., 2010; 

Han et al., 2014; Li et al., 2011; Miyazaki et al., 2018). For example, Han et al. (2014) designed a 

system to predict the user’s location at city level through location-indicative words in tweets 

and information from the user profile. Miyazaki et al. (2018) devised a knowledge-based neural 

network framework for Twitter user geolocation that exploits the user’s tweet history with 

semantic relations from the Yago3 knowledge base (e.g. isLocatedIn, livesIn, happenedIn, etc.).

Finally, some systems have been designed to detect the tweet location (i.e. the location where 

the tweet was posted) for event geolocation (i.e. the location where a particular event took 

place) by analysing the user’s profile and geotagged metadata (Sakaki et al., 2010; Priedhorsky 

et al., 2014; Chong & Lim, 2018; Gonzalez-Paule et al., 2019; Khodabandeh-Shahraki et al., 2019). 

For example, Gonzalez-Paule et al. (2019) devised a model that focuses on non-geotagged 

tweets by exploiting similarity content of geotagged tweets for traffic-incident detection. 

Khodabandeh-Shahraki et al. (2019) designed a model for event geolocation that considers 

multiple variables, such as the tweet message, the user’s profile, geotagged metadata and 

posting time. As they noted, locative references in tweet messages might not always be a 

reliable variable to predict the location of an event.

2.3.2. Type of data processed

According to the type of data processed in the tweet, location-detection systems can rely 

on (a) the message (Lingad et al., 2013; C. Li & Sun, 2014; Ghahremanlou et al., 2014; Han, Jime-

no-Yepes et al., 2014; Malmasi & Dras, 2016; Ikawa et al., 2016; Inkpen et al., 2017; Avvenuti et 

al., 2018; Middleton et al., 2018; Miyazaki et al., 2018; Dutt et al., 2018; Hernandez-Suarez et al., 

2019; Karimzadeh et al., 2019), (b) the geotagged metadata (Li et al., 2011), (c) the user’s profile 

information and/or user’s tweet history (Cheng et al., 2010; Alex et al., 2016; Chong & Lim, 2018) 

or (d) a combination of the previous types of data (Sakaki et al., 2010; Dredze et al., 2013; Han, 

Cook, et al., 2014; Yin et al., 2014; Gonzalez-Paule et al., 2019).

2.3.3. Type of model

According to the type of model, location-detection systems can be based on (a) probabilistic 

models, such as ML or DL (Cheng et al., 2010; Sakaki et al., 2010; Lingad et al., 2013; Yin et al., 

2014; Ghahremanlou et al., 2014; Han, Cook et al., 2014; Han, Jimeno-Yepes et al., 2014; Inkpen 

et al., 2017; Avvenuti et al., 2018; Miyazaki et al., 2018; Chong & Lim, 2018; Gonzalez-Paule et al., 
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2019; Hernandez-Suarez et al., 2019), (b) symbolic models (Malmasi & Dras, 2016; Al-Olimat et 

al., 2018; Dutt et al., 2018) or (c) a combination of both (Gelernter & Balaji, 2013; Hoang & Mothe, 

2018; Middleton et al., 2018).

3. Materials and methods

In this section, we introduce the development corpus, which became the cornerstone of the 

location-detection model. At this stage of the research, we also required a clear definition of 

our notion of “locative reference”, from which we could discover all the locative references in 

our development corpus. With the development corpus and a typology of locative references, 

we managed to construct the pipeline of our processing model.

3.1. Definition of locative reference

We define a locative reference as a subtype of named entity that designates a specific phys-

ically locatable geographic reference, i.e. one that can be pinpointed on a map (F. Liu et al., 

2014; Gritta et al., 2018). Locative references can linguistically take the form of full words, ab-

breviations, acronyms, alphanumeric codes or a combination of them. Semantically, locative 

references can be classified into four main categories: geopolitical entities (e.g. Beverly Hills), 

natural geographic places (e.g. Grand Canyon National Park), POIs (e.g. Paramount Pictures 

Studio) and traffic ways (e.g. Rodeo Drive). With respect to the lexical units found within the 

boundaries of the linguistic realization of locative references, we differentiate between sim-

ple and complex locative references. Whereas a simple locative reference takes the form of 

a proper noun, a complex locative reference is represented by means of a proper noun that 

can be preceded and/or followed by one or more location-indicative nouns that, in turn, can 

be preceded by one or more locative markers (i.e. directional, distance or temporal) in com-

bination with some prepositions. The following examples serve to illustrate a sample of the 

diversity of linguistic structures that can form locative references:

•	 China, New York, Buenos Aires (proper noun)

•	 35miles from New York (number + locative marker [distance] + preposition + proper noun)

•	 South of Madrid (locative marker [directional] + preposition + proper noun)

•	 1h away from London, 25min out of Melbourne (number + locative marker [temporal] 

+ prepositions + proper noun)

•	 57km SW of Cantwell (number + locative marker [distance] + locative marker [direc-

tional] + preposition + proper noun)

•	 Hotel Park Villa, Mount Everest (location-indicative noun + proper noun)

•	 coast of NZ (location-indicative noun + preposition + proper noun)
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•	 Dyckman Street Station, Fox Valley Animal Referral Center (proper noun + location-in-

dicative nouns)

•	 10mins away from Mansion House (number + locative marker [temporal] + preposi-

tions + location-indicative noun + proper noun)

•	 I 95 NB (proper noun + locative marker [directional])

•	 4kms from Narok Town (number + locative marker [distance] + preposition + proper 

noun + location-indicative noun)

When it comes to defining what is not a locative reference, we need to refer to commonplace 

or informal locative expressions (Herskovits, 1985; F. Liu et al., 2014). These are phrasal chunks 

in the clause that contain unspecific and vague geospatial information. They usually appear 

in the form of (a) noun phrases containing common noun words or pronouns (e.g. at home, 

in the garden, in front of you, on the street) or (b) coreferential adverbs (e.g. here, there). We 

did not consider them as locative references because, as they cannot be pinpointed on a map 

without any further contextual clue, they do not provide sufficiently precise information for 

emergency and crisis events. Other cases that were discarded are demonyms, i.e. adjectives 

denoting nationality (e.g. British, Spanish).

3.2. Language resources

3.2.1. Development corpus

We compiled a development corpus of English tweets using FireAnt (Anthony & Hardaker, 

2017) from a list of 7 keywords related to emergency and crisis events, e.g. bombing attack, 

car accident, earthquake, flood, incident, shooting attack and terrorist attack. The corpus was 

pre-processed automatically by removing (a) newline characters in multi-line tweets, so that 

each line represented a single tweet, and (b) duplicate tweets, so that each tweet was unique. 

This resulted in a corpus of 500 English tweets.

Following the criteria in the previous section, we obtained a list of manually annotated loc-

ative references from our development corpus, where a sample is shown in Tables 1 and 2, 

which are related by the tweet ID (see the tables on the next page).

As can be seen, each locative reference was assigned the ID number of the tweet from which 

it was extracted. This list was actually used as a gold standard to test the results generated 

by our location-detection model. Table 3 presents the number of locative references in terms 

of n-grams and Table 4 offers some statistics related to the development corpus.

Finally, Table 5 presents the locative references whose number of occurrences in the devel-

opment corpus is 3 or higher.
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TABLE 1

TABLE 2

TABLE 3

TWEET ID LOCATIVE REFERENCE

1 North of New Gretna Toll Plaza

1 Garden State parkway NB

2 off-sunset boulevard 

2 street 13

2 Karachi

2 Karachi

3 California

4 M4 Westbound

4 J33

4 Capel Llanilltern

4 J34

4 Miskin

4 Wales

TWEET ID TWEET

1 Cleared: Incident on #GardenStateParkway NB at North of New Gretna Toll Plaza

2
RT @naqvi1966: Another incident of police harassment at street 13 of off-
sunset boulevard Karachi. Reportedly the squad of AIG Karachi stop.

3
RT @califortia: California parties trash. The DJ just said make 
some noise if u got earthquake insurance

4
#M4: Westbound: J33 Capel Llanilltern to J34 Miskin: Incident: 
Accident: Lanes closed: Delays #TrafficWalesAlert

No. of unigrams 213

No. of bigrams 109

No. of trigrams 48

No. of n-grams where n ≥ 4 13

Total 383

Sample of the locative-reference dataset

Sample of the tweet dataset

Form and distribution of locative references in the development corpus
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3.2.2. Datasets

Our location-detection model is mostly grounded on four lexical resources: place-name data-

set, location-indicative noun dataset, locative-marker dataset and stopword dataset.

The place-name dataset was derived from GeoNames5. The first step was the automatic 

pre-processing of the list of geographical names in GeoNames. In particular, we conducted 

three consecutive tasks:

5	 GeoNames dump files (approx. 1.92 GB) were downloaded from https://www.geonames.org on 13 
February 2019.

TABLE 4

NO. OF LOCATIVE 
REFERENCES

NO. OF TWEETS WITH 
LOCATIVE REFERENCES

AVERAGE OF LOCATIVE 
REFERENCES PER TWEET

AVERAGE OF LOCATIVE 
REFERENCES PER 

LOCATION-RICH TWEET

383 199 0.77 1.92

Locative-reference statistics in the development corpus

TABLE 5

LOCATIVE REFERENCE CATEGORY OCCURRENCES #

Iran Geopolitical entity (country) 41

Edison station POI (station) 4

Indonesia Geopolitical entity (country) 4

Trenton station POI (station) 4

Auburn Geopolitical entity (city) 3

EB I-84 Traffic way 3

Fort Lauderdale Geopolitical entity (city) 3

Garda POI (headquarters) 3

Halifax Geopolitical entity (city) 3

Halifax library POI (library) 3

I 5 NB Traffic way 3

New Zealand Geopolitical entity (country) 3

Syria Geopolitical entity (country) 3

US Geopolitical entity (country) 3

Most frequent locative references in the development corpus

https://www.geonames.org
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(i)	 Setting the language parameter for English location names only.

(ii)	 Retrieving location names, consisting of 1- up to 8-grams, whose population size is 

greater than 100 inhabitants. The population-size filter served to dramatically de-

crease the rate of false positives, since it managed to discard place names that would 

by chance match common words. However, the application of this filter slightly in-

creased the number of false negatives.

(iii)	 Removing names of historical places that no longer exist, which are marked by the tag 

“historical” (e.g. ancient Roman provinces).

This pre-processing step generated a much smaller file of only 12.4 MB, which greatly contrib-

uted to speeding up the performance of our model.

The location-indicative noun dataset was automatically constructed from WordNet (Miller, 1995; 

Fellbaum, 1998) by taking all the lexical units linked to the senses “road.n.01”, “building.n.01”, “facili-

ty.n.01”, “junction.n.01”, “district.n.01”, “area.n.01”, “geological_formation.n.01”, “body_of_water.n.01”, 

“tract.n.01”, “way.n.06” and “beach.n.01”, or to any of their subordinate synsets. Duplicates and more-

than-two-word lexical units were discarded. Then, the dataset was also filtered by removing (a) 

n-grams containing named entities (e.g. Baltic state, French region, etc.) and (b) n-grams whose locative 

meaning is not self-evident (e.g. bed, melting pot, scene of action, etc.). Whereas the filter (a) was au-

tomatically applied by means of a regular expression, the words in (b) were manually removed. In the 

end, the dataset, containing 1217 lexical items, was supplemented with a list of traffic-way and other 

place abbreviations obtained from the US postal service, thus making a total of 1766 items6. Table 6 

shows a sample of location-indicative nouns classified according to the type of locative reference.

The locative-marker dataset was manually constructed. Locative markers can be classified 

into directional, distance or temporal markers, some of which are illustrated in Table 7.

The locative-marker dataset contains 56 directional markers, 4 distance markers and 2 tem-

poral markers.

Finally, the stopword dataset contains the 5000 most frequent English words from the Cor-

pus of Contemporary American English (COCA)7 together with a list of the 5500 most common 

names and surnames8.

6	 The list can be found on http://cool.conservation-us.org/lex/abbr_suf.html.

7	 The 5000 most frequent English words were retrieved from the COCA on https://www.wordfrequency.info/.

8	 The names and surnames were compiled from https://names.mongabay.com/ and https://sur-
name.sofeminine.co.uk/w/surnames/most-common-surnames-in-great-britain.html. We filtered 
out the proper nouns that matched the names of cities and countries (e.g. Nevada, Verona, Milan, 
Paris, Kenya, Valencia, etc.).

http://cool.conservation-us.org/lex/abbr_suf.html
https://www.wordfrequency.info/
https://names.mongabay.com/
https://surname.sofeminine.co.uk/w/surnames/most-common-surnames-in-great-britain.html
https://surname.sofeminine.co.uk/w/surnames/most-common-surnames-in-great-britain.html
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3.3. Location-detection model

The pipeline of our location-detection model consists of four main stages: (a) pre-processing, 

(b) tokenization and POS tagging, (c) place-name search and (d) linguistic processing.

3.3.1. Pre-processing

Several tasks were performed in the pre-processing stage: (a) removing emojis, genitive mark-

er and unwanted white spaces, (b) replacing user mentions and URLs by the tokens “user” and 

TABLE 6

TABLE 7

GEOPOLITICAL
ENTITIES

NATURAL GEOGRAPHIC
REFERENCES

POIS TRAFFIC WAYS

barrio beach art school alley

caliphate canyon bus station avenue

city gulf café boulevard

country hill castle driveway

county lake cathedral freeway

jurisdiction mountain embassy highway

province ridge hospital parkway

region river hotel road

state valley residence street

town volcano university turnpike

DIRECTIONAL MARKERS DISTANCE MARKERS TEMPORAL MARKERS

North, N kilometre, km hour, hr, h

South, S metre, m minute, min

East-North-East, ENE mile, mi

Southwest, SW yard, yd

South-East, SE

Eastbound, EB

Western

Sample of location-indicative nouns

Sample of locative markers
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“url”, respectively, and (c) replacing hashtags by the words contained therein (e.g. #Garden-

StateParkway was replaced by Garden State Parkway).

3.3.2. Tokenization and POS tagging

In this stage, the Stanford POS tagger was used to split the tweet into tokens and identify 

the word form and POS tag corresponding to each token. Thus, tweets are represented as a 

sequence of objects with attributes such as position, token, word form and POS. 

3.3.3. Place-name search

The goal of this stage is to match n-grams of different size extracted from the tweets with 

the nouns in the place-name dataset. In particular, n-grams in the tweet are searched in or-

der of decreasing size. Therefore, if no match is found with a given 8-gram, then the model 

traverses its embedded n-grams in depth-first search, until a match takes place or unigrams 

are reached. Before the search is performed, two tasks are carried out:

•	 In the case of unigrams, the system discards those that (a) have not been tagged as 

proper nouns, or (b) are found in the stopword dataset, the location-indicative noun 

dataset, or the locative-marker dataset.

•	 In the case of bigrams, the system discards those that do not match the following 

pattern: noun + proper noun (e.g. the country, beautiful isle, nice airport).

3.3.4. Linguistic processing

For the purpose of discovering new locative references or expanding locative references de-

tected in the previous or current stage, the system relies on contextual clues to perform three 

consecutive tasks. Indeed, an exhaustive linguistic analysis of the development corpus result-

ed in the discovery of a variety of linguistic patterns. Subsequently, we managed to formulate 

regex-based rules from these patterns, so that they were able to retrieve most of the manually 

annotated locative references.

The first task consists in searching for proper nouns not included in the place-name dataset 

that are introduced by locative prepositions, which can be found as far as four positions to 

the left of the proper noun. For example:

(1)	[…] Our car skidded on loose gravel, lost control and flipped at Lorubuko.

It is noteworthy that this module can now retrieve acronyms and abbreviations of place 

names that were ignored in the place-name search:

(2)	So gay couple in severe car accident in TX […]
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The locative prepositions used in this stage are @, across, along, at, in and near. The reason 

why we do not include other prepositions that signal location and direction (e.g. on, to, 

from) is because these tend to generate many false positives, particularly when they intro-

duce indirect objects (e.g. John gave a present to Mary) or oblique objects (e.g. I received a 

present from John).

The second task serves to expand existing locative references or discover new locative refer-

ences with one or several location-indicative nouns to be found within a range of four posi-

tions to the left or right of the proper noun. As shown in the following examples, location-in-

dicative nouns and proper nouns should be placed together:

(3)	Recent case of people jumping the shark is the Batavia High School incident. […]

(4)	Fracking = Earthquakes? "The Changning shale gas block in the South Sichuan Basin 

has been the site of fracking operation."

(5)	4.6 magnitude #earthquake. Central Mid-Atlantic Ridge

Alternatively, the preposition of can be placed between the location-indicative word and the 

proper noun, as in the following example:

(6)	Earthquake swarm similar to what preceded 2011 Japanese quake and tsunami hap-

pening off coast of NZ

Moreover, when an Arabic numeral appears in the left-most position within the window, the 

system stops searching, since it signals an address number:

(7)	*ACCIDENT: DAMAGE ONLY* - RALEIGH POLICE – 8800 GLENWOOD AVE

It should be noted that, if locative references detected in the place-name search stage were 

wrongly delimited, i.e. locative references that were shorter than expected (e.g. High School 

instead of Batavian High School, Sichuan instead of South Sichuan Basin, or Glenwood in-

stead of Glenwood Ave, to name but a few), their boundaries would now be expanded. For 

example, this allows our model to detect locative references consisting of the name of a road 

route together with a directional marker on the left or right:

(8)	KAIMUKI: HPD on scene of accident on H1 WB […]

In this regard, road routes are detected by means of a regular expression based on knowledge 

from Wikipedia entries containing the commonest naming conventions for roads and high-

ways in English-speaking countries such as UK, US, Australia, Canada and India.

(9)	HAPPENING NOW: A vehicle crash on I-75 MM 377 has blocked all northbound lanes […]
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For the third task, we built lexico-syntactic rules to combine the various types of locative 

markers with the purpose of determining the full scope of complex locative references:

(10)	 Incident on #GardenStateParkway NB at North of New Gretna Toll Plaza

(11)	 #Earthquake Reported: M 5.1 - 66km NW of Kota Ternate, Indonesia […]

To summarize, Figure 1 shows the flowchart that describes our location-detection model.

FIGURE 1
Flowchart of the location-detection pipeline

Tweet corpus Preprocessing

ID + tweet Tokenization and  
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4. Evaluation

4.1. Test corpus

For the evaluation of LORE, we collected a large and representative dataset with FireAnt 

from the same seven keywords used in the construction of the development corpus. After 

pre-processing (i.e. removal of newline characters and duplicate posts), we managed to have 

a test corpus of 800 tweets. Table 8 presents the distribution of locative references in terms 

of n-gram size in the test corpus and Table 9 shows some statistics regarding the nature of 

the test corpus.

TABLE 9

NO. OF LOCATIVE 
REFERENCES

NO. OF TWEETS WITH 
LOCATIVE REFERENCES

AVERAGE OF LOCATIVE 
REFERENCES PER TWEET

AVERAGE OF LOCATIVE 
REFERENCES PER 

LOCATION-RICH TWEET

537 259 0.67 2.07

Locative-reference statistics in the test corpus

TABLE 8

No. of unigrams 264

No. of bigrams 190

No. of trigrams 60

No. of n-grams where n ≥ 4 23

Total 383

Form and distribution of locative references in the test corpus

To illustrate, Table 10 (on the next page) provides the most frequent locative references in the 

test corpus, particularly those whose number of occurrences is 4 or higher.

4.2. Results

For the evaluation of our model, we employed measures that are most widely used in infor-

mation retrieval, i.e. precision (P), recall (R) and F1, which are computed as follows:

TP______
TP + FP

P =

TP______
TP + FN

R =
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P * R______
P + R

F1 = 2 *

where TP, FP and FN refer to the number of true positives, false positives and false negatives, 

respectively. F1 is the harmonic mean of precision and recall. These measures generate a 

score that ranges from 0 to 1.

The evaluation process was performed on the test corpus following the metrics presented 

above. We present the evaluation results on both a per-entity basis and a per-token basis 

(Gritta et al., 2018). On the one hand, the entity-based evaluation only considers full locative 

references as TP, being the commonest and strictest evaluation method for benchmarking 

NER systems (Jurafsky & Martin, 2020). On the other hand, the token-based evaluation works 

more leniently, since partial or inexact matches count not only as TP but also as either FP or 

FN; for example, it is FP when the extracted instance exceeds the boundaries of the locative 

reference (e.g. OFF EAST COAST OF HONSHU for EAST COAST OF HONSHU) and FN when the 

boundaries of the instance fall short (e.g. Camino for Camino Pablo). Table 11 shows the P, R 

and F1 scores of both types of evaluation on the test corpus (see the table on the next page).

As can be noted, the evaluation is performed on the two main modules, i.e. place-name search 

and linguistic processing, individually and in combination to observe their contributions in the 

performance of the system. The best results for each type of evaluation are highlighted in bold.

TABLE 10

LOCATIVE REFERENCE CATEGORY OCCURRENCES #

Iran Geopolitical entity (country) 20

India Geopolitical entity (country) 11

Pulwama Geopolitical entity (city) 6

San Bernadino Geopolitical entity (city) 5

J18 Traffic way 5

Japan Geopolitical entity (country) 5

M74 Traffic way 5

New Zealand Geopolitical entity (country) 4

Grapevine Geopolitical entity (city) 4

Pakistan Geopolitical entity (country) 4

Sr4 E Traffic way 4

Kingston Geopolitical entity (district) 4

Balakot Geopolitical entity (town) 4

Most frequent locative references in the test corpus



ONOMÁZEIN 52 (June 2021): 195 - 225
Nicolás José Fernández-Martínez and Carlos Periñán-Pascual

LORE: a model for the detection of fine-grained locative references in tweets 213

We also compared the performance of our model against well-known open-source human 

language technology tools (e.g. Stanford CoreNLP, NLTK, spaCy and OpenNLP). For this exper-

iment, we employed the same test corpus processed with the same computer hardware (i.e. 

i5-6200U @ 2.30 GHz with 2 cores and 8GB RAM). Before presenting the results of the perfor-

mance tests, we provide a brief, technical description of the different tools:

•	 Stanford CoreNLP 3.9.2 is a Java suite of NLP tools, including the POS tagger, the NER 

and the parser, among others. The Stanford NER, which implements a probabilistic 

algorithm based on a Conditional Random Field linear classifier (Finkel et al., 2005)9, 

makes use of the labels PERSON, LOCATION and ORGANIZATION for named entities. The 

Stanford NER for English is trained on news corpora from CoNLL 2003, MUC 6 and MUC 

7, ACE 2002 and additional data. In our experiment, we only considered LOCATION-la-

belled entities for the extraction of locative references.

•	 Natural Language Toolkit (NLTK) 3.4.4 is a Python library for a wide variety of NLP tasks, 

such as tokenization, lemmatization, POS tagging, chunking, NER, semantic tagging 

and parsing, among others (Bird, 2006)10. The NER module, which is based on a Maxi-

mum Entropy algorithm trained on the ACE corpus, employs the labels ORGANIZATION, 

PERSON, LOCATION, DATE, TIME, MONEY, PERCENT, FACILITY and GPE for named entities. 

For our experiment, the only relevant categories were FACILITY (for POIs), GPE (for geo-

political entities) and LOCATION for the remaining locative references. 

•	 spaCy 2.1.6. is a widely used Python library for many advanced NLP tasks for software 

production (Honnibal & Montani, 2017)11. The NER component for English makes use 

of a deep-learning algorithm (i.e. Convolutional Neural Networks) trained on On-

toNotes 5.0, a large corpus comprising various genres of text, e.g. news, telephone 

9	 https://sergey-tihon.github.io/Stanford.NLP.NET/

10	 http://nltk.org/

11	 https://spacy.io/

TABLE 11

TOKEN-BASED EVALUATION ENTITY-BASED EVALUATION

P R F1 P R F1

Only with place-name search 0.84 0.48 0.61 0.59 0.40 0.47

Only with linguistic processing 0.90 0.56 0.69 0.86 0.52 0.65

Place-name search + linguistic processing 0.85 0.83 0.84 0.81 0.81 0.81

Evaluation of LORE

https://sergey-tihon.github.io/Stanford.NLP.NET/
http://nltk.org/
https://spacy.io/
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speech, talk shows, etc. spaCy can recognize many named-entity types, of which we 

selected GPE (for geopolitical entities), FAC (for POIs) and LOC for the remaining loc-

ative references.

•	 OpenNLP is a C# tool for basic NLP tasks such as sentence splitting, tokenization, POS 

tagging, chunking or NE12. The NER component is based on a Maximum Entropy model 

trained on a variety of corpora, such as MUC6, MUC7, ACE, CONLL 2002 and CONLL 2003. 

The location types are DATE, LOCATION, MONEY, ORGANIZATION, PERCENTAGE, PERSON 

and TIME, of which LOCATION was the only one considered in our experiment.

Table 12 and Table 13 display the results of the performance tests in terms of token- and enti-

ty-based evaluation (i.e. P, R and F1) and processing speed, respectively.

12	 https://github.com/AlexPoint/OpenNlp

TABLE 12

TABLE 13

NER SYSTEM
TOKEN-BASED EVALUATION ENTITY-BASED EVALUATION

P R F1 P R F1

LORE 0.85 0.83 0.84 0.81 0.81 0.81

Stanford NER 0.89 0.42 0.57 0.79 0.37 0.50

NLTK 0.55 0.29 0.38 0.43 0.24 0.31

spaCy 0.75 0.33 0.46 0.66 0.28 0.39

OpenNLP 0.73 0.27 0.40 0.56 0.21 0.30

NER SYSTEM PROCESSING SPEED (MM:SS.SSS)

LORE 00:08.695

Stanford NER 00:09.822

NLTK 00:10.886

spaCy 00:12.151

OpenNLP 03:35.100

Evaluation of NER systems

Processing speed of NER systems

https://github.com/AlexPoint/OpenNlp
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4.3. Discussion

LORE performs better when the place-name search and linguistic processing modules are 

integrated (Table 11), which also contributes to outperform other NER systems (Table 12). On 

the one hand, the place-name search module helped improve R, although it had a slight im-

pact on the number of FPs. On the other hand, the regex-based lexico-syntactic rules with 

the help of the location-indicative noun dataset helped identify not only complex locative 

references but also specific POIs and traffic ways that typically go unnoticed, as illustrated 

in (12), (13) and (14).

(12)	 Cleared: Motor Vehicle Accident - HARTFORD #I84 West 0.02 miles before Exit 51 (I-91NB) 

at 4/11/2019 10:56:03 AM

(13)	 Extremist Pleads Guilty to Planning Mass Shooting Attack at Texas Mall

(14)	 South LA 13219 S Penrose Ave **Hit and Run No Injuries**

It is noteworthy that the linguistic-processing stage alone achieved the highest P but the low-

est R, since it cannot retrieve locative references if not signaled by markers. In fact, this behav-

ior is in line with the results typically achieved by rule-based NER systems. For example, most 

geopolitical entities in hashtags did not provide any location-signaling clue for regex-based 

rules, so only the place-name search module could detect them, as in (15), (16) and (17).

(15)	 #Incident #Ottawa #HWY417 WB at Metcalfe St (IC 119A), 2 left lanes […]

(16)	 CLEAR - #BCHwy10 EB vehicle incident at #BCHwy91 overpass. #DeltaBC

(17)	 Accident with injury in #EastBatonRouge on Airline SB at I 12 #traffic 

Only with the integration of both modules, the system achieved a trade-off between P and R.

Finally, with respect to the evaluation results of the other NER systems (Table 12 and Table 

13), we can conclude that:

•	 LORE became one of the best systems in relation to P, being the best in the entity-based 

evaluation;

•	 LORE clearly outperformed in R and F1, and

•	 the processing speed of LORE surpassed the others by a few seconds. 

There was clear evidence that the low scores in R and F1 provided by the other NER systems 

was due to a lack of granularity which was not able to adequately address the full semantics 

of locative references. In other words, although they excelled in the identification of place 

names such as geopolitical entities (mainly towns, cities and countries), many could not sat-
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isfactorily (a) detect most natural geographic references, POIs and traffic ways, nor (b) cope 

with the complexity of wide-range locative references.

4.4. Analysis of errors

We also analyzed the commonest sources of error in our model (i.e. place-name search togeth-

er with linguistic processing), providing an explanation of their occurrence as well as some 

possible solutions and alternatives that we leave for future research. The automated process 

of locative-reference detection made errors of omission and errors of commission. An error of 

omission occurred every time the model failed to detect a true locative reference, whereas an 

error of commission occurred every time the model retrieved an instance that was actually 

not a locative reference.

4.4.1. Errors of omission

After applying the population-size filter, the place-name dataset became a simplified version 

of the GeoNames database. However, this decision increased the number of FNs, particularly 

when lexico-syntactic rules were not effective in the linguistic processing stage. This was the 

case of (18), where Indinapuram was not detected as an instance of geopolitical entity.

(18)	 @MORTHRoadSafety Pls consider asking the #NHAI to close the central verge on #NH24 

between #Indirapuram and […]

Obviously, making use of the whole GeoNames database could have decreased the number 

of FNs and, therefore, recall could have increased, but at the expense of many more cases of 

FP, which could have dramatically affected precision. Considering the benefit-cost ratio, we 

opted for the population-size restriction.

Another source of error has to do with misspellings or lack of capitalization of proper nouns, 

e.g. in (19).

(19)	 00:36 Magpie Swamp Rd/mingbool Rd, Pleasant Park - Tree Down going (one appliance, 

CFS region 5)

In these cases, proper nouns were labelled as common nouns by the Stanford POS tagger, 

but a key feature of all locative references is that they must contain at least one proper 

noun. Therefore, the system could not avoid these cases of FNs, which are highly dependent 

on the performance of third-party POS taggers. Additionally, we tried to use SymSpell for 

text normalization13, which a priori could enhance the performance of the POS tagger and 

13	 https://github.com/wolfgarbe/SymSpell

https://github.com/wolfgarbe/SymSpell
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thus avoid missing locative references. However, we soon realized that processing became 

3 times slower. Therefore, considering again the benefit-cost ratio, we preferred not to per-

form text normalization. Perhaps by using a Twitter-specific POS tagger, we could reduce 

the number of FNs with no impact on the processing speed of the model, but this is an issue 

for future research. 

Finally, despite not being present in our test corpus, we are aware of the existence of complex 

locative expressions other than those containing locative markers and/or location-indicative 

nouns. For example, this is the case of coordinated locative references (e.g. in the US and 

the UK, between Madrid and Barcelona, etc.) and other more complex locative expressions 

(e.g. close to London but not far away from Croydon). In fact, this is a quite challenging is-

sue. However, it presents problems to the current model, because the linguistic patterns that 

underlie such locative references are so obscure that rule formalization does not seem to 

be a manageable task. A syntactic parser helps delimit the phrasal boundaries of locative 

references, but we realized that it dramatically slowed down the system and did not offer 

much improvement. For now, locative references found in such complex expressions can be 

identified individually.

4.4.2. Errors of commission

On the one hand, the place-name dataset is prone to overmatching. For example, in (20) the 

pet name Nemo was wrongly identified as a locative reference, since it is also the name of 

some populated places in Liberia, Mozambique and USA14.

(20)	 Happy #NationalPetDay and I really miss my Nemo (cat) passed away in car acci-

dent […]

Despite our efforts to mitigate FPs by leveraging stopword lists and different lexico-syntac-

tic rules in either of the two modules, we blame most cases of FP on the performance of the 

Stanford POS tagger, which sometimes considered common nouns and other parts of speech 

to be proper nouns because of wrong capitalization patterns. This is illustrated in examples 

(21) and (22).

(21)	 y’ALL THIS AU IS SPOT ON!!! IT'S SO BEAUTIFULLY MADE I CRIED OMGGGGGGGGGGGGG

(22)	 @MckarloFernan Honestly go awf fam ???? if the put cheese in by accident next time 

call me and I'll eat it for you LOL

14	 https://www.geonames.org/2274775/nemo.html, https://www.geonames.org/1032172/nemo.html 
and https://www.geonames.org/4714030/nemo.html, respectively.

https://www.geonames.org/2274775/nemo.html
https://www.geonames.org/1032172/nemo.html
https://www.geonames.org/4714030/nemo.html


ONOMÁZEIN 52 (June 2021): 195 - 225
Nicolás José Fernández-Martínez and Carlos Periñán-Pascual

LORE: a model for the detection of fine-grained locative references in tweets 218

MADE and LOL were mislabelled as locative references in (21) and (22), respectively, because 

Made is a Dutch and also an Indonesian village15 and Lol is one of the states of South Sudan16. 

The false locative references in (21) and (22) can be explained by the confluence of three con-

secutive factors: (a) they were first captured in the place-name dataset, (b) they were tagged 

as proper nouns and finally (c) they bypassed the regex-based rules and the stopword filtering.

On the other hand, the location-indicative noun dataset also led to the extraction of false 

locative references, as in (23), (24) and (25).

(23)	 @BrianBLevinson I like how they list Lief Green next to Jim Greenleaf. No way that was 

by accident.

(24)	 @manishinsha93: #RoadSafetyInitiativeByDSS Saint Dr. MSG has come up with the ini-

tiative to tie reflector belts on the stray animals

(25)	 CLEARED HUDSON VALLEY: Slow traffic […]

In (23), the location-indicative noun green, which denotes an area of land covered with grass, 

mismatched Green in the tweet and, since the system found that the previous word was a 

proper noun, Lief Green was extracted as a locative reference. In (24), dr mismatched the ab-

breviation of the location-indicative noun drive, which is the same as that of doctor, and all 

the preceding words were wrongly taken as proper nouns. In (25), the location boundary was 

wrongly delimited, because CLEARED was tagged as proper noun. Therefore, POS mistagging 

raised this type of errors.

Finally, other source of error had to do with the lexico-syntactic rules in the linguistic-process-

ing module, which caused the wrong retrieval of sequences containing address numbers, as 

illustrated in (26).

(26)	 @thatpreacha: @TalbertSwan The 1st church burned, everyone thought it could have 

been an accident. After the 2nd church burned, deacons.

5. Conclusions

The extraction of geolocation information from Twitter is a key part in intelligent systems 

for emergency and crisis management services. For example, the location dimension is crit-

15	 https://www.geonames.org/2751272/made.html and https://www.geonames.org/6407244/made.
html, respectively.

16	 https://www.geonames.org/11550548/lol.html

https://www.geonames.org/2751272/made.html
https://www.geonames.org/6407244/made.html
https://www.geonames.org/6407244/made.html
https://www.geonames.org/11550548/lol.html
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ical for raising situation awareness of disaster events and understanding their impact, i.e. 

where the incident happened, what areas were affected and where people are in need of help. 

Extracting such critical information from tweets could help emergency responders allocate 

material and human resources more effectively.

With respect to geographic information retrieval, and particularly to geoparsing, this arti-

cle presented LORE, a model that exploits rich linguistic knowledge together with differ-

ent NLP techniques to detect locative references in tweets. In particular, the integration 

of lexically rich datasets with text-processing tasks (e.g. tokenization and POS tagging) 

and regex-based rules helped identify coarse-grained locations such as cities, towns and 

countries as well as fine-grained locations such as addresses, buildings, roads, landforms, 

etc. LORE can also extract complex locative references, made up of any location-indicative 

word(s) and/or locative marker(s) accompanying a given place name. This semantic gran-

ularity constitutes in itself a great qualitative advantage over current NER models. In ad-

dition, our experiments demonstrated that LORE outperforms state-of-the-art approaches 

not only in precision but also in recall.

The architecture of LORE, which consists of two primary modules (i.e. place-name search and 

linguistic processing), is able to provide similar performance with any collection of tweets 

about any domain. Moreover, its modularity facilitates the adaptation of our model to oth-

er languages, making it ideal for multilingual contexts. In fact, we are currently conducting 

research to provide support not only to English but also to French, Italian and Spanish, con-

structing language-specific components (i.e. lexical datasets and rules) by means of semi-au-

tomatic methods. Finally, another issue for future research is to enhance POS tagging. Since 

our model relies on proper nouns to delimit locative references, a Twitter-specific POS tagger 

could help not only recognize many locative references that go unnoticed due to wrongly 

assigned POS tags but also discard words that are mislabelled as proper nouns. 
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